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SUMMARY

A new approach to construct high quality meshes for flow calculations is investigated in the context of
algebraic grid generation, where the angle of intersection between two alternate co-ordinate lines can be
specified by the user. From an initial grid, new co-ordinate lines in one parameter direction are
determined by solving a set of ordinary differential equations (ODE). These trajectories intersect the
alternate co-ordinate lines of the initial grid in a prescribed angle. The resulting grid function is proven
to be folding-free. The advantages with respect to grid quality achieved by prescribing the angles are
gained at the expense that the boundary distribution can only be prescribed on three of four boundaries.
In view of a sparse representation of the grid function, the points of intersection are interpolated by a
B-spline surface. Thus, the grid can be accessed evaluating the generated parametric representation of the
computational domain. Investigations of several test configurations have shown that useful grids with
high resolution can be computed from the B-spline representation only depending on a small number of
locally chosen parameters. Therefore, only a small amount of computational memory is required for
storing these parameters and evaluating the grid function can be efficiently performed at reduced
computational costs. This is particularly promising when the mesh has to be frequently changed or
updated in time. Copyright © 2000 John Wiley & Sons, Ltd.

1. INTRODUCTION

Algebraic grid generation is a very efficient methodology by which a curvilinear grid can be
computed (see e.g. [1]). However, there occur severe drawbacks when applied to the discretiza-
tion of partial differential equations (PDE) related to grid foldings, lack of orthogonality and
discontinuities in metric coefficients. These phenomena are caused by the limited possibilities
of controlling grid properties. For example, Coons patches [2] are computed from boundary-
dependent properties, e.g. point distribution, derivatives, curvature, etc., and appropriate
blends [3] by which the grid properties in the interior are globally determined. Alternatively,
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algebraic systems based on transfinite interpolation (see, e.g. [1,4]), where the interpolation
functions can be interpreted as non-linear blend functions are more flexible with respect to
local control of grid properties. Here, the quality of the resulting grid mainly depends on the
choice of control points, e.g. deBoor points in B-spline representations, which have to be
chosen judiciously. Despite these local techniques, for Navier–Stokes type of grids, i.e. thin
boundary layers are to be resolved, a lack of robustness occurs in the interior of domains with
complex boundary shape and curved surfaces respectively. Therefore, algebraically generated
grids are mainly used in the context of elliptic grid generation as an initial guess for the
iterative solution of the non-linear Poisson equations. Nevertheless, there is one useful feature
inherent in the concept of algebraic grid generation, which makes reconsideration worthwhile.
In general, the number of control points needed in the algebraic representation is much smaller
than the resolution of the used grid itself. Hence, it is admissible to spend more computational
time in the computation of an appropriate sparse control net. From this point of view, grid
generation systems based on solving PDEs become feasible for the computation of the control
points not yet known. Whenever the blend functions satisfy a uniformity condition, then the
properties of the control net are also transferred to the grid itself [5,6].

Recently, Eiseman et al. [7] presented the concept of algebraic–elliptic grid generation,
where the control net is computed by an elliptic generator. The combination of these control
point curves and transfinite interpolation, where the blending functions of Eisman’s control
point form are local interpolation functions [5,6] yields a robust grid generator only depending
on a small number of grid tuning parameters. However, the robustness essentially depends on
the definition of appropriate control functions, which occur in the non-linear elliptic PDE of
Poisson type to be solved. These are determined from the boundary point distribution (see e.g.
[1,8]. Hence, there is no direct local control on the behavior in the interior of the domain.

Opposite to Eiseman’s algebraic–elliptic concept, we follow a different approach based on
hyperbolic systems for the distribution of the control points instead of an elliptic one.
However, we only have to solve a set of ordinary differential equations (ODEs) instead of
PDEs, where the resulting trajectories can be embedded in a hyperbolic system of inhomoge-
neous advection equations by means of the theory of characteristics. Hyperbolic systems are
frequently investigated in the context of orthogonal grid generation (see e.g. [1,9,10]. There are
basically two types of orthogonal generation systems, namely (1) construction of an orthogo-
nal system from a non-orthogonal system, and (2) field solutions of PDEs. Although
orthogonality is a useful property with respect to truncation error (see [1], p. 331), this demand
restricts the application to two-dimensional problems. In three-dimensional cases, orthogonal-
ity is difficult to achieve except for domains that are bounded by boundary surfaces satisfying
certain conditions. Moreover, demanding orthogonality in the neighborhood of convex-shaped
boundaries leads to the attraction of co-ordinate lines in the interior and vice versa in the
concave case. Hence, orthogonality is opposed to the smoothness of grid point distribution,
which is a characteristic feature in elliptic systems.

In this concept, we combine the demands of orthogonality and smoothness. To this end, we
replace overall orthogonality by the condition that two alternate co-ordinate lines intersect in
a user-specified angle. Hence, the user has direct local control of grid properties by locally
determining the angle of intersection. The underlying construction principle is based on
determining appropriate trajectories with respect to a set of given control lines, which coincide
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with co-ordinate lines. From the points of intersection we determine an interpolating B-spline
function. Then we compute the grid by evaluating the B-spline. Here, we aim to use as few as
possible control points related to the points of intersection. This guarantees a sparse represen-
tation of the B-spline function, which in general is much smaller than the used resolution of
the final grid. Moreover, remeshing, e.g. required by deformation of the computational
domain or mesh adaptation due to flow quantities, can be performed by redistribution of the
control points only. We want to emphasize that the idea of a sparse representation does not
depend on the grid generation system for computing the control points. Instead of the
hyperbolic approach, we may also apply elliptic generation systems [7].

In the following we would like to comment on related approaches already existing in the
literature. First of all, we remark that our construction of the grid mapping is based on ODE
techniques similar to those applied in the context of orthogonal grid generation, well known for
at least two decades, see References [9, p. 29; 11]. However, we derive an ODE by means of
computer aided geometric design (CAGD) techniques that take into account the already given
angle of intersection. This ODE represents a non-trivial extension of the well-known ODE
arising from orthogonal grid generation. Of course, globally prescribing an angle of 90°, our
ODE coincides with the latter one.

Moreover, the principal idea of our concept is to prescribe a function representing the
intersection angle of two alternate co-ordinate lines. This function can be interpreted as a
control function, hence there is a connection to References [12,13]. However, we emphasize
that the control functions introduced in the forementioned papers are incorporated in the
construction of an initial grid only in order to control the grid spacing in one direction. This
strategy has already been introduced by Eiseman [5,6,10] in his investigations on control
surfaces. In our concept, we have also influence on the grid spacing in the second direction, i.e.
alternate to the control curves of the initial grid, and moreover, we control it locally by the
angle of intersection. Furthermore, we prove analytically and not only by construction that the
resulting grids are folding-free. This even holds in the case where the boundary curves are not
perpendicular at the corners. The quality of the resulting grids is verified by several examples,
which are comparable with results reported in Reference [14]. Last but not least, we emphasize
that we are aiming at a sparse representation of the grid mapping which is essential in view of
modern flow solvers based on multiscale techniques recently developed [15,16]. From this we
conclude that there exists some relationship to the above references. However, there are
fundamental conceptual differences.

Next, we discuss limitations inherent in our approach. It is well known that in the context
of orthogonal grid generation systems based on ODE solvers, the boundary point distribution
can only be described on three of four boundaries. Obviously, this is also a deficiency of our
method, which is compensated by the gain in grid quality. Moreover, in contrast to (strictly)
orthogonal strategies we have a certain influence on the boundary distribution on the fourth
boundary by the function of intersection angles that is to be prescribed. Furthermore, there
exist numerous configurations arising from engineering applications, e.g. external flow fields
around airplanes, where it suffices to describe the boundary on three boundaries only.

In our investigations, we restrict ourselves to two-dimensional problems only. However, we
would like to emphasize that our approach is not restricted to planar two-dimensional
domains. As we will verify by a Bezier patch it can be directly applied to surfaces. In principle,
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the underlying concept is extensible to three-dimensional form. For more details on this topic
we refer the reader to the conclusion (Section 6).

The paper is organized as follows. First of all, we describe the construction principle by
which one trajectory is determined. Then we embed this principle in the definition of an
analytic grid function. Of course, there exists no explicit representation of this function, since
the initial value problems (IVPs) are in general not explicitly solvable. However, we can
investigate this function analytically and deduce some helpful features. The latter are approx-
imately transferred to the finally constructed algebraic grid function based on interpolation
with B-spline functions. In the end, we demonstrate the flexibility of our concept by means of
several test configurations.

2. CONSTRUCTION PRINCIPLE

We consider a domain V¦R2 which is always supposed to be a closed and simply connected
domain bounded by four boundary curves. Furthermore, we assume that there exists a
function x: [0, 1]2�V by which the parameter domain [0, 1]2 is mapped onto the computa-
tional domain V. For example, the function x can be constructed as a blend of the given
boundary curves (see Reference [2]). For more details see Section 4. In general, the co-ordinate
lines x( . , 6) and x(u, . ) will not be orthogonal to each other. In order to derive an orthogonal
function x̃: [0, 1]2�V by the initial one, we will now present the basic principle of how to
construct a new curve corresponding to the u-line x̃( . , 6) such that it is perpendicular to the
family of all 6-lines {x(u, . )}u� [0,1]. In order to achieve this, we make the following construc-
tion. Maintaining the 6-lines x(u, . ), we determine orthogonal lines y(u)=x(u, f(u)) by the
orthogonality condition

y%(u)x6(u, f(u))=0

which is equivalent to

(xu(u, f(u))+x6(u, f(u))f %(u))x6(u, f(u))=0 (1)

This is an explicit equation for f % that can be resolved to

f %(u)= −
xu(u, f(u))x6(u, f(u))
x6(u, f(u))x6(u, f(u))

Demanding f(0)=6, we have to solve an IVP for every parameter 6� [0, 1]. Omitting the
arguments u and f(u) and introducing the inner products g11=xuxu, g12=xux6 and g22=x6x6
this ODE can be shortly written as

f %= −
g12

g22
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In the context of orthogonal grid generation, this equation is known in the literature (see
References [9, p. 29; 11]).

Analogously to the orthogonal case, we next want to derive these equations for arbitrary
cosine values c : [0, 1]2� (−1, 1) given by the angles between y% and xu. For compatibility
reasons, we suppose that c(u, 0) is determined by the angles between xu(u, 0) and x6(u, 0) and
c(u, 1) is determined by the angles between xu(u, 1) and x6(u, 1) at the boundaries x(u, 0) and
x(u, 1). This will guarantee that we do not leave the domain (see Section 3.1). In this case the
basic equation is given by

y%
y%

x6
x6

=c� (−1, 1)

Incorporating the notation of the metric coefficients from above this yields

g12+g22f %


g11+2g12f %+g22( f %)2
g22

=c (2)

which in contrast to Equation (1) is an implicit equation for f %. However, the only admissible
solution turns out to be

f %= −
g12

g22

+
c

g22

'g11g22−g12
2

1−c2

We immediately verify that the right-hand side is well-defined, since �c �B1 is supposed to hold.
Furthermore, the term g11g12−g12

2 is non-negative because it is just the determinant of the
matrix JTJ, where J= (xu, x6) is the Jacobian of the initial function x. Whenever J is supposed
to be regular, then JTJ is positive definite, which implies that the determinant must be positive.

3. ANALYTICAL CONSTRUCTION

In the following we investigate the new co-ordinate line y defined by the initial function x and
the trajectories f. To this end, we embed these lines in a new function x̃. We will see that x̃ can
be interpreted as a solution of inhomogeneous advection equations, hence x̃ can be alterna-
tively interpreted as field solution of PDEs. In the special case of orthogonality, i.e. c0, the
function x̃ can also be derived from well-known techniques known in the context of
orthogonal grid generation.

3.1. Analytical in6estigations

First of all, we investigate the solution of the implicit Equation (2) for f % depending on the
initial data f(0)=6 in some detail. To this end, we have to impose certain constraints on the
initial function x: [0, 1]2�V¦R2 as well as on the function c : [0, 1]2� (−1, 1) corresponding
to the angles of intersection to be constructed. In detail these are
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(A1) x is twice continuously differentiable

(A2) the Jacobian J(u, 6)� (xu(u, 6), x6(u, 6)), u, 6� [0, 1], is regular

and

(B1) �c(u, 6)�5qB1

(B2) c is continuous and Lipschitz-continuous in the second argument

(B3) c(u, 0)=
g12(u, 0)


g12(u, 0)g22(u, 0)
, c(u, 1)=

g12(u, 1)


g11(u, 1)g22(u, 1)
, u� [0, 1]

These assumptions guarantee that the function G : [0, 1]2�R defined by

G(u, 6)�
c(u, 6)
det(JT(u, 6)J(u, 6))/(1−c2(u, 6))−g12(u, 6)

g22(u, 6)
(3)

is also continuous and Lipschitz-continuous in the second argument since the regularity
assumption (A2) implies that the continuous metric coefficients g11 and g22 respectively are
uniformly bounded in the compact parameter domain [0, 1]2. Hence, we can apply standard
results from the theory of ODEs (see, e.g. Reference [17]), which guarantee that the solution
f6 of the IVP

f6(0)=6, f %6(u)=G(u, f6(u)), u\0 (4)

uniquely exists and is continuously differentiable for all 6� [0, 1] and at least locally for small
u. The constraint in u is primarily caused by the domain of definition for G, which is restricted
to the parameter domain [0, 1]. However, we can remove this restriction by the consistency
assumption (B3). For this purpose, we have to verify that f6(u) stays inside the domain [0, 1],
i.e.

f6([0, 1])¦ [0, 1], 6� [0, 1] (5)

Firstly, we observe that for 6=0 and 6=1 respectively, the unique solution is given by the
constant-value function f6(u)=6, u� [0, 1]. To this end, we check that G( . , 6) vanishes for
u� [0, 1], which immediately follows by assumption (B3). Hence, all trajectories f6, 6� [0, 1], are
bounded by the trajectories f0 and f1 respectively. Otherwise, an integral curve f6 is to leave the
parameter domain [0, 1], which implies that two trajectories intersect. However, this leads to a
contradiction to the unique existence of the solution of the IVP (4). Consequently, intersection
of two distinct trajectories is excluded, i.e.

61, 62� [0, 1], 61"62[ f6 1
([0, 1])S f6 2

([0, 1])=¥ (6)
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Moreover, we notice that to any point in the parameter domain [0, 1]2 there uniquely exists a
trajectory f6 passing through this point, i.e.

Ö(ū, 6̄)� [0, 1]2, ×16� [0, 1]: f6(ū)= 6̄ (7)

The construction of an appropriate trajectory is based on reversing the integration direction in
Equation (4), i.e. we consider f0 6̄ : [0, ū ]� [0, 1] defined as the solution of the IVP

f0 6̄(0)= 6̄, f0 6̄ %(u)= −G(ū− ũ, f0 6̄(u)), ũ� [0, ū ] (8)

Analogous to f6 we verify that f0 6̄([0, ū ])¦ [0, 1] holds. Choosing 6� f0 6̄(ū) and f6(u)� f0 6̄(ū−
u), u� [0, ū ], this obviously yields f6(ū)= f0 6̄(0)= 6̄.

From the previous observations (5) and (6) we immediately conclude that the function h:
[0, 1]2� [0, 1]2 defined by h(u, 6)� (u, f6(u)) is bijective. Now, we can introduce a new function
x̃: [0, 1]2�V defined by

x̃(u, 6)�x(h(u, 6))=x(u, f6(u)) (9)

As a composition of two bijective functions, notice that (B3) implies the bijectivity of x, this
function is also bijective.

Obviously, x̃(u, 6) is the intersection point of the curves x(u, . ) and x( . , f6( . )). Thus, by
definition of x̃, the curves x(u, . ) are only reparameterized except for u=0, where the initial
parameterization is preserved, i.e. for the boundary curves the following identities hold:

x̃( . , 0)x( . , 0), x̃( . , 1)x( . , 1), x̃(0, . )x(0, . ), x̃(1, . )x(1, f.(1))

This implies that a boundary point distribution can only be described on three of four
boundary faces of V. This is a characteristic feature of orthogonal grid generation based on
non-orthogonal grids.

In order to examine the smoothness of x̃ it will be important to know how the solution f6
depends on the initial data 6� [0, 1]. Here, we can apply standard results from the theory of
ODEs. For this purpose, we additionally have to assume that

(B4) c is continuously differentiable with respect to 6.

This assumption, as well as (A1), imply that y : [0, 1]2�R defined by y(u, 6)�(G(u, 6)/(6
is continuous and uniformly bounded for all (u, 6)� [0, 1]2. From this we conclude that the
solution f6 of (4) is also continuously differentiable for all u, 6� [0, 1]. Hence, z : [0, 1]2�R

defined by z(u, 6)�(f6(u)/(6 is well defined. Now, we are able to apply well-known results
from the theory of ODEs (see, e.g. Reference [18], p. 408). However, we want to emphasize
that in our case it is sufficient to consider 6� [0, 1] instead of 6�R, since (5) holds. By this we
conclude that the solution of (4) is continuously differentiable for all u, 6� [0, 1] and z is
continuously differentiable with respect to u. Moreover, z is the solution of the IVP
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dz(u, 6)
du

=y(u, 6)z(u, 6), z(0, 6)=1 (10)

This is a linear homogeneous ODE, where the solution is given by

z(u, 6)=exp
�& u

0

y(w, 6) dw
�

, u� [0, 1] (11)

From the previous considerations we conclude that x̃ is continuously differentiable and the
derivatives can be written as

x̃u(u, 6)=xu(u, f6(u))+x6(u, f6(u))G(u, f6(u))

x̃6(u, 6)=x6(u, f6(u))z(u, 6) (12)

where we apply (3) and (4). Furthermore, if we additionally assume that c is continuously
differentiable with respect to u and twice continuously differentiable with respect to 6
respectively, then the second derivatives of x̃ exist and are continuous too, and are given by

x̃uu(u, 6)= (xuu+2xu6G+x66G2+x6(Gu+yG))�(u, f6(u))

x̃u6(u, 6)= x̃6u(u, 6)= (xu6+x66G)�(u, f6(u))z(u, 6)+x6(u, f6(u))zu(u, 6)

x̃66(u, 6)=x66(u, f6(u))z2(u, 6)+x6(u, f6(u))z6(u, 6)

Now, we are able to verify that two alternate co-ordinate lines determined by the new grid
function x̃ intersect with the angle implicitly given by c. To this end, we substitute the
derivatives x̃u and x̃6 according to (12) and get

x̃u

x̃u
x̃6

x̃6
=

g11+g22G


g11+2g12G+g22G
2
g22

sign(z)

Here, we omit the arguments for simplification of representation. The positivity of z and a
straightforward calculation yield

x̃u(u, 6)
x̃u(u, 6)

x̃6(u, 6)
x̃6(u, 6)=c(u, f6(u)) (13)

Finally, we want to point out that whenever the identity

c(u, w)=
g12(u, w)


g11(u, w)g22(u, w)
, w� f6(u) (14)
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holds, then the solution of (4) remains constant, i.e. f6(u)=6 since G(u, f6(u))=0. Hence, the
curve x( . , 6) is preserved, i.e. x̃( . , 6)=x( . , 6). In the following section, we will see that the
function x can be split up along the integral curve f6, if the angle is prescribed such that (14)
is satisfied.

3.2. Ad6ection equations

It is well known that the solution of ODEs corresponds to the solution of advection equations.
In the following, we want to discuss how to interpret the function x̃ as the solution of an
inhomogeneous advection equation, where the characteristics are just the integral curves f6. To
this end, we consider the advection equation

wu(u, 6)+G(u, 6)w6(u, 6)=xu(u, 6)+x6(u, 6)G(u, 6), u, 6� [0, 1]

w(0, 6)=x(0, 6), 6� [0, 1] (15)

The solution w of this inhomogeneous advection equation can be constructed according to the
standard theory of characteristics (see, e.g. Reference [19], Chapter 2). Here, the characteristics
are defined by the IVP

d6(u)
du

=G(u, 6(u)), 6(0)=60

Obviously, the standard results cannot be directly applied since we have to make sure that the
characteristics f6 stay inside of the domain [0, 1]. Otherwise, the right-hand side G is no longer
well defined and the solution of (4) no longer exists as soon as the characteristic leaves this
domain. Here, we notice that the curves 6( . ) and f6 0

( . ) coincide, i.e. 6(u)= f6 0
(u), u� [0, 1].

Hence, the characteristics uniquely exist for all u� [0, 1] and all initial values 60� [0, 1]. In
addition, given any u, 6� [0, 1] then there also uniquely exists 60� [0, 1] such that f6 0

(u)=6,
which follows by (7). Consequently, the solution of Equation (15) can be uniquely determined
along the characteristic from the solution of the IVP

dw(u, f6 0
(u))

du
=xu(u, f6 0

(u))+x6(u, f6 0
(u))G(u, f6 0

(u))= x̃u(u, 60)

w(0, f6 0
(0))=w(0, 60)=x(0, 60)= x̃(0, 60)

where the right-hand side corresponds to the derivative x̃u given by (12). By this relation, w
and x̃ are connected according to

w(u, 6)=x(u, f6 0
(u))= x̃(u, 60) with f6 0

(u)=6

The advection equation (15) can be interpreted as Eulerian formulation of the underlying
problem to construct x̃, whereas defining x̃ via the characteristics given by (4) is the
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Lagrangian counterpart. However, we want to emphasize that constructing x̃ by solving (15)
is of no practical use since in any case we have to determine the solution of the characteristics
f6. Nevertheless, the Eulerian point of view is interesting since by the theory of characteristics
discontinuities normal to the characteristic are admissible. Thus, the function c is allowed to
have lines of discontinuity that coincide with a characteristic curve. This implies that the
solution of the advection equation (15) is only piecewise smooth and, consequently, the
function x̃ can be split up into two independent domains if c is judiciously chosen on this
curve, i.e. Equation (14) is satisfied on the characteristic.

3.3. Orthogonal grid generation

In the context of orthogonal grid generation there exist related concepts based on the
construction of trajectories. We want to mention that for c0, the above grid generation
system based on the integral curves (4) has already been investigated by Watford [11].
However, the derivation is performed in a different and more complicated way. For a
summary see Reference [9, p. 29]. In the end of Section 3, we finally want to present some
relations to hyperbolic grid generation systems in the context of orthogonal grid generation,
i.e. we assume c0 in the following.

A well-known hyperbolic grid generation system has been derived by Steger and Chaussee
[20], which is based on two equations

x̄u x̄6=0, D( �det(x̄u, x̄6)= x̄uȳ6− x̄6ȳu=V( (16)

Here, the first equation guarantees orthogonality and grid-foldings are excluded by the second
equation whenever V( is supposed to be a non-vanishing continuous function. Choosing V(
judiciously, the function x̃ can also derived by (16). For this purpose, we put

V( (u, 6)�D0 (u, 6)=D(u, f6(u))z(u, 6)

where D=det(xu, x6)=xuy6−x6yu and D0 =det(x̃u, x̃6)= x̃uỹ6− x̃6ỹu denote the determinants
of the Jacobian corresponding to the initial function x and the new grid function x̃
respectively. Substituting the derivatives according to (12), it is a simple task to check that the
conditions (16) are satisfied by x̃.

Another frequently applied hyperbolic grid generation system is based on the equations (see
[9])

x̄u=F x̄6Þ, x̄(0, 6)=x06(6) (17)

Here, x̄6Þ� (ȳ6, − x̄6)T/x̄6 denotes one of the two orthonormal vectors to x̄6. Furthermore,
the scalar function F=F(u, 6) has to be judiciously chosen such that the first-order system (17)
is hyperbolic. Otherwise, the system will not be well posed. In order to preserve the orientation
of the co-ordinates, the sign of F is taken to be positive. Here, the function x̃ is also a solution
of (17), whenever F is chosen as
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F(u, 6)�
D0 (u, 6)

x̃6(u, 6)=
D(u, f6(u))

x6(u, f6(u))

where the determinant corresponding to the initial grid function has to be positive, i.e. D\0.
Since the grid map x̃ is orthogonal, which follows by (13), a scalar F exists such that x̃u=F x̃6Þ.
Multiplying this relation by x̃6Þ yields a scalar equation for F. Substituting (12) immediately
yields the representation of F, which is positive if D\0 holds.

4. NUMERICAL CONSTRUCTION

In general, there exists no explicit representation of the solutions f6 of the IVP (4). Thus, the
mapping x̃ is only given implicitly. However, in practice we do not need the solutions f6 for all
6� [0, 1] in any point u� [0, 1], but for certain given knots ui, i=0, . . . , N+1 and 6i,
j=0, . . . , M+1 respectively. By the boundary point distribution, we are then able to compute
a net of control points x̃(ui, f6j(ui)), where we apply an ODE solver to (4) in order to compute
an approximation for f6j(ui). Since we know from (6) that the integral curves do not intersect,
we can guarantee that the grid of the control points is also folding-free whenever the step size
in the ODE solver is chosen sufficiently small. Here, an ODE solver with step size control is
useful.

We now want to explain how to compute an algebraic grid function based on the
approximation of the trajectories f6. Here, we aim to realize this function with as few
parameters as possible, i.e. a sparse net of control points is desirable, where we have control of
grid properties by specifying the angles of intersection judiciously. The resulting algorithm is
composed of five steps that are now described in detail.

Step 1
The starting point is a bounded domain V¦R2 where the boundary is composed of four parts,
i.e. (V=Gu0@Gu1@G06@G16. These boundaries are supposed to be represented by one-
parametric, twice continuously differentiable curves

xu0: [0, 1]�Gu0, xu1: [0, 1]�Gu1, x06 : [0, 1]�G06, x16 : [0, 1]�G16

Furthermore, the domain V is supposed to be simply connected, i.e. the boundary curves form
a closed curve

x00�xu0(0)=x06(0), x10�xu0(1)=x16(0)

x01�xu1(0)=x06(1), x11�xu1(1)=x16(1)

Step 2
By the given boundary curves, we determine a twice continuously differentiable function x:
[0, 1]2�V such that the Jacobian J= (xu, x6) is regular. For compatibility reasons, we have to
make sure that the following conditions hold:
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x(u, 0)=xu0(u), x(u, 1)=xu1(u), u� [0, 1]

x(0, 6)=x06(u), x(1, 6)=x16(u), 6� [0, 1]

Currently, the mapping x is computed as a Coons patch with linear blends. From CAGD, the
linear blend for this boundary curves is well known. Here we write it in the following form:

x(u, 6)= (1−u, u)
�x06(6)

x16(6)
�

+ (xu0(u), xu1(u))
�1−6
6

�
− (1−u, u)

�x00 x01

x10 x11

��1−6
6

�
(18)

If we additionally prescribe derivatives on the boundaries, e.g. orthogonality at the body, we
have to modify our blend.

We would like to emphasize that the regularity assumption is no severe drawback. Of
course, in the case of an interior corner angle larger than 180° the linear blend may correspond
to a non-regular Jacobian. In this case we can apply a cubic blend with a judiciously chosen
parameterization of the boundary. An example is presented in Section 5.

Step 3
The core ingredient of the algorithm is the definition of the function c : [0, 1]2� [−q, q ],
0BqB1, of cosine values corresponding to angles of intersection between two alternate
co-ordinate lines. For compatibility reasons, we have to impose condition (B3), which
guarantees that the integral curves f6 do not leave the parameter domain [0, 1] and, moreover,
the boundary curves x( . , 0) and x( . , 1) respectively are preserved. In general, c is supposed
to be continuously differentiable. However, if (14) is fulfiled then c is supposed to be
continuously differentiable. However, if (14) is fulfiled then c is permitted to be discontinuous
across the curve ( . , f6( . )).

In our numerical investigations, B-spline surfaces have been proven to be a flexible tool
which enables local control on the resulting function. Hence, we suppose that the function c
can be represented by a two-dimensional B-spline (surface)

c(u, 6)= %
Mc+k−2

i=0

%
Nc+k−2

j=0

QijNi
k(u)Nj

k(6) (19)

where the control points Qij as well as the knot vectors

Tc= (0= t0= · · · = tk−1B · · · B tMc+k−1= · · · = tMc+2(k−1)=1)

Sc= (0=s0= · · · =sk−1B · · · BsNc+k−1= · · · =sNc+2(k−1)=1) (20)

have to be judiciously chosen by the user, i.e. depending on the configuration at hand. The
order k of the B-spline functions Ni

k is chosen as 4 in our applications. For more analytical and
algorithmical details on B-splines, see References [21] and [22] respectively.

In our test configurations we determine the control points in two steps. Firstly, we compute
an interpolatory B-spline from the interpolatory conditions
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c(ui, 6j)=cI(ui, 6j), i=0, . . . , Mc, j=0, . . . , Nc (21)

where cI denotes the cosine function corresponding to the initial mapping determined by step
2, i.e.

cI(u, 6)�
xu(u, 6)

xu(u, 6)
x6(u, 6)

x6(u, 6) , u, 6� [0, 1] (22)

and the vanishing-curvature conditions

cuu(u0, 6j)=cuu(uMc
, 6j)=0, j=0, . . . , Nc

c66(ui, 60)=c66(ui, 6Nc
)=0, i=0, . . . , Mc (23)

as well as the vanishing-twist condition

cu6(u0, 60)=cu6(u0, 6Nc
)=cu6(uMc

, 60)=cu6(uMc
, 6Nc

)=0 (24)

where the parameters ui, 6j have to be judiciously chosen in [0, 1]. By the conditions (21), (23)
and (24), a linear system of equations for the control points Qij is determined, which can be
written as

AuQA6T=X (25)

where Au, A6 are tri-diagonal matrices, Q is the matrix of unknown control points and X is the
matrix that is composed of the values to be interpolated. Solving this system requires an effort
proportional to McNc.

Next, we modify the resulting control points such that c vanishes close to the boundary G06.

To this end, we put

Qij=0 (i, j )�S (26)

for a set S¦{(i, j ): i=0, . . . , Mc, j=0, . . . , Nc}. Alternatively, we might have solved (21)
with c(ui, 6j)=0 (i, j )�S. However, this results in an oscillatory behavior of the B-spline. We
would like to emphasize that the presented strategy on how to modify the control points
strictly depends on the test configuration at hand. In view of an automatic grid generation
system more sophisticated strategies have to be developed.

Finally, the modified control points are inserted in the B-spline representation (19) of c.
Hence, c can be interpreted as a modification of cI determined by the initial blend.

Step 4
In preparation of the approximate construction of the function x̃ we determine a boundary
point distribution in u- and 6-direction of the parameter domain. For example, we can do this
with respect to curvature of the boundary curves xu0 or xu1 and x06 or x16 respectively, such
that
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0=u0B · · · BuMx
=1, 0=60B · · · B6Nx

=1

where the numbers Mx and Nx should be small. Then, the solution f6j of (4) is approximately
solved by a standard ODE solver. By this we compute the points of intersection x̃ij, i=
0, . . . , Mx, j=0, . . . , Nx, where the co-ordinate line x(ui, . ) and the curve x( . , f6j( . )) are
crossing.

Step 5
Finally, we apply a B-spline interpolation to the control points x̃i, j, i=0, . . . , Mx, j=
0, . . . , Nx, which yields an approximation x̄ of the function x̃ defined by (9). Specifically, we
suppose that the final grid function x̄ can be written as

x̄(u, 6)= %
Mx+k−2

i=0

%
Nx+k−2

j=0

PijNi
k(u)Nj

k(6) (27)

where the control points Pij, frequently called deBoor points, are computed from the
interpolatory conditions

x̄= (ui, 6j)= x̃ij, i=0, . . . , Mx ; j=0, . . . , Nx (28)

and the interpolatory conditions for the derivatives at the boundaries

x̄u(ul, 6j)= x̃u(ul, 6j), l=0, Mx ; j=0, . . . , Nx

x̄6(ui, 6l)= x̃6(ui, 6l), l=0, Nx ; i=0, . . . , Mx (29)

as well as the vanishing-twist conditions

x̄u6(u0, 60)= x̄u6(u0, 6Nx
)= x̄u6(uMx

, 60)= x̄u6(uMx
, 6Nx

)=0 (30)

The knot vectors Tx, Sx are analogously defined to (20) where we put ti+k−1�ui, i=
0, . . . , Mx and sj+k−1�6j, j=0, . . . , Nx respectively.

This is the same sparse linear system of equations for the control points Pij as in (25) with
P instead of Q.

5. NUMERICAL EXAMPLES

So far, we derived a grid generator from analytical considerations and outlined the numerical
construction. We now will consider numerous test configurations by which we investigate its
capabilities. Here we do not only consider planar problems but we show also that it can be
applied to surfaces.
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5.1. Planar geometries

We present six planar configurations. These are determined by the points at the four edges and
the boundary curves

(T1) Con6ex-shaped boundary:

x00= (5, 0)T, x10= (5, 3)T, x01= (0, 0)T, x11= (0, 3)T

xu0(u)=x00+u(x10−x00), xu1(u)=x01+u(x11−x01)

x16(6)=x10+6(x11−x10), x06(6)= (5(1−6), 0.75(cos(2p6)−1))T

(T2) Conca6e-shaped boundary:

x00= (5, 0)T, x10= (5, 3)T, x01= (0, 0)T, x11= (0, 3)T

xu0(u)=x00+u(x10−x00), xu1(u)=x01+u(x11−x01)

x16(6)=x10+6(x11−x10), x06(6)= (5(1−6), −0.75(cos(2p6)−1))T

(T3) Parabolic-shaped boundary:

x00= (5, 0)T, x10= (6, 3)T, x01= (1, 3)T, x11= (0, 0)T

xu0(u)=x00+u(x10−x00), xu1(u)=x11+u(x01−x11)

x16(6)=x10+6(x01−x10), x06(6)= (5(1−6), 4(1−6)6)T

(T4) Four-foil region:

x00= (1, −1)T, x10= (1, 1)T, x01= (−1, −1)T, x11= (−1, 1)T

xu0(u)= (1+cos((u−0.5)p), sin((u−0.5)p))T

xu1(u)= (−1−cos((u−0.5)p), sin((u−0.5)p))T

x16(6)= (cos(p6), 1+sin(p6))T, x06(6)= (cos(p6), −1−sin(p6))T

(T5) NACA-0015 profile:

x00= (1, 0.001575)T, x10= (2, 0)T, x11= (−1, 0)T, x01= (0, 0)T

xu0(u)=x00+u(x10−x00), xu1(u)=x01+u(x11−x01)
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x16(6)= ((1+3 cos(p6))/2, 3 sin(p6)/2)T

x06(6)= (V2, 0.15(1.4845V−0.63V2−1.758V4+1.4215V6−0.5075V8))T

with V=cos(0.5p6)

(T6) Lune-shaped region:

x00= (5, 0)T, x10= (5, 3×10−6)T, x11= (0, 3×10−6)T, x01= (0, 0)T

xu0(u)=x00+u(x10−x00), xu1(u)=x01+u(x11−x01)

x16(6)= (5(1−6), 5×10−6+5(1−6)6)T

x06(6)= (5(1−6), −5(1−62)6)T

depending on the parameters u, 6� [0, 1]. By these settings, we compute the initial function x as
a Coons patch with linear blends according to (18). Obviously, x is twice continuously
differentiable and a straightforward calculation yields the regularity of its Jacobian.

By the initial grid function we compute an interpolatory B-spline function in the form (19)
defined by Equations (21), (23) and (24) representing the cosine function cI according to (22).
Then we modify the control points of the resulting B-spline where we put them to zero along
four layers next to the boundary curve, i.e., we perform (26) with S={0, . . . , 4}×
{1, . . . , Nc−1} (T1, T2, T3, T5) and S= ({0, . . . , 4}@{Mc−3, . . . , Mc})×{1, . . . , Nc−1}
(T4, T6) respectively.

In the following we discuss the characteristic features of the different test configurations. For
test case (T1) we present all steps of the construction as outlined in Section 4, i.e. only here we
compute an approximate B-spline for the presentation of the grid function. For the other
configurations, we consider the exact grid mapping, by which we verify the quality of the
resulting grid functions rather than its sparse representation. For the plots of the grid functions
we use 21×21 (T1) and 27×27 (T2, T3, T4, T5, T6), parameter points which are equidis-
tantly distributed except for (T1) and (T4). Furthermore, the cosine function corresponding to
the initial blend is presented by 58×58 points in order to obtain a smooth plot. We emphasize
that the number of control points generally is much smaller.

Test case T1
In Figure 1 the computational domain as well as some curves of the initial function x are
plotted. In addition, the corresponding cosine values cj are presented in Figure 2. We notice
that cI vanishes at the boundaries Gu0, Gu1 and G16 but not at G06 i.e. x is orthogonal at three
out of four boundaries.

If we now choose c0, then we get an overall orthogonal grid function x̃(u, 6)�x(u, f6(u)).
The corresponding trajectories f6 are shown in Figure 4 plotted in the u− f6(u) plane. As we
can learn from Figure 3, there occurs a strong variation in the metric coefficients, which in grid
generation is referred to as discontinuity in the metric coefficients, i.e. co-ordinate lines are
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Figure 1. T1: Initial blend.

Figure 2. T1: cI for initial blend.

Figure 3. T1: Orthogonal grid function.
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Figure 4. T1: Trajectories to c0.

attracted to the line 6=0.5. This is a characteristic feature of orthogonal grid generation,
which always arises in the presence of convex-shaped boundaries. In order to smooth the
metric coefficients we have to weaken the orthogonality demand in the interior of the domain
in order to avoid attraction of curves, whereas orthogonality at the boundaries is still desirable.
For this purpose we modify the cosine function cI determined by the initial blend. Putting
some layers of control points corresponding to the B-spline representation to zero ensures
orthogonality near to the boundary G06. From the new function c we now compute the
trajectories f6, which are presented in Figure 6. We notice that the trajectories are essentially
straight lines with a stronger deviation for small u values, i.e. in comparison with the initial
blend the new co-ordinate lines will only deviate near to the boundary G06. This behavior is
reflected in Figure 5. Moreover, the new function x̃ is orthogonal close to the boundary G06.

However, we do not compute x̃ explicitly but approximate this function by a B-spline x̄
according to (27). Here, the main objective is to realize this function by as few as possible
control points in order to get a sparse representation, which is important in view of complex
three-dimensional configurations. In the present test case we choose Mx= .Nx=10. The net of
control points is presented in Figure 7. From the function x̄ we are now able to compute the
final grid just by cheap function evaluations. In Figure 8, we show a grid of Navier–Stokes

Figure 5. T1: Modified grid function.
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Figure 6. T1: Trajectories to modified c.

Figure 7. T1: Sparse net of control points.

Figure 8. T1: Grid of Navier–Stokes type.

type, i.e. we attract the grid lines to the boundary G06 by introducing a parameter function
s(u, 6)� (u2, 6)T where we use 41×41 parameter values. In contrast to standard grid genera-
tion systems based on the solution of PDEs, we do not have to solve systems corresponding
to the number of points in the final grid, here: about 10000, but to the number of control
points, here: about 100, in the B-spline representation (27), which is much smaller. This results
in a significant reduction of computational time when generating an appropriate grid where, in
addition, we still have control of desirable grid qualities.

Copyright © 2000 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2000; 33: 89–123



K.-H. BRAKHAGE AND S. MU8 LLER108

Test case T2
This configuration is similar to the previous one (Figure 9). Due to the concave shape the grid
lines arising close to the local maximum are known to diverge in the context of orthogonal grid
generators. This is opposite to (T1) where they are attracting close to the local minimum of the
boundary curve. By means of this configuration we would like to demonstrate the influence of
the number of control points Mc and N6 we use in the B-spline representation of the cosine
functions c and cI respectively. For this purpose we perform three computations starting from
the initial blend and the corresponding cosine function cI (Figures 9 and 10). We choose
Mc=Nc=5, 10, 20 for the B-spline representation of the cosine function c where we modify
the control points of cI according to (26). The resulting grid functions are plotted in Figures
11–13. We notice that with increasing number of control points for c the effect of contraction
and divergence of grid lines close to the local extrema is diminished. This can be explained by
the fact that we always put four layers of control points to zero controlling orthogonality close
to the bottom boundary. The more control points we use, i.e. the larger Mc and Nc are, the
closer these layers are located to the boundary and hence orthogonality is enforced only there.
Reversely, the smaller this number becomes the longer the grid lines are orthogonal in the
interior of the domain causing the forementioned effects.

Figure 9. T2: Initial blend.

Figure 10. T2: cI for initial blend.
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Figure 11. T2: Grid function Mc=5, Nc=5.

Figure 12. T2: Grid function Mc=10, Nc=10.

Figure 13. T2: Grid function Mc=20, Nc=20.

Test case T3
Up to now, we only considered configurations where boundary curves are perpendicular to
each other at the four corners. Next, we verify that we also can handle configurations where
this is violated. In general, orthogonal grid generators produce grid-foldings near to these kind
of corners or even leave the domain. Since the initial grid (Figure 14) is determined by a linear
blend, it is not orthogonal at all of the four boundaries. In particular, there exist geometry-
induced singularities at the four corners, where orthogonality is violated at most as can be
deduced from Figure 15.

Once again, we consider the influence of the control points used in the B-spline representa-
tion of the cosine function. To this end, we perform six different computations varying Mc and
Nc respectively (Figures 16–21). We notice that with increasing Mc, i.e. the number in the
u-direction, we deviate sooner from orthogonality in this parameter direction. Otherwise, grid
lines are attracted to the left boundary, if we increase the number of control points Nc in the
other direction.
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Figure 14. T3: Initial blend.

Figure 15. T3: cI for initial blend.

Figure 16. T3: Grid function Mc=10, Nc=5.

Test case T4
Another kind of singularity is characterized by domains where there exist corner angles larger
than 180°. For this purpose, we consider the fourfold domain. We determine an initial grid by
the Coons patch using a bi-cubic blend with vanishing cross-derivative at the four corners. We
emphasize that only due to a judicious parameterization of the boundary curves no grid-
foldings occur. In general, this is only guaranteed as long as the interior angles at the corners
are less than 180°. As can be deduced from Figures 22 and 23, the cubic blend yields a
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Figure 17. T3: Grid function Mc=20, Nc=5.

Figure 18. T3: Grid function Mc=20, Nc=10.

Figure 19. T3: Grid function Mc=40, Nc=5.

Figure 20. T3: Grid function Mc=40, Nc=10.

non-orthogonal grid where the strongest deviations from orthogonality occur close to the
corners. Therefore, the final grid mapping only exhibits two orthogonal boundaries. In
addition, we notice that the symmetry inherent in the linear blend is no longer preserved
(Figure 24). Furthermore, we would like to mention that we apply a cubic parameter
distribution for the plot of the grid function. Here the cubic polynomial is uniquely determined
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Figure 21. T3: Grid function Mc=40, Nc=20.

Figure 22. T4: Initial blend.

Figure 23. T4: cI for initial blend.

by the interpolation conditions u(0)=0, u(1)=1 and the slopes u1(0)=0, u1(1)=0.05. We
notice that the number of control points for the cosine function is rather high in comparison
with the other presented configurations. This is due to the resolution close to the singularities
at the corners. This number can be significantly reduced when modifying the cosine function
by multiplying with a factor of 1.25, which can be interpreted as an overrelaxation by which
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Figure 24. T4: Grid function Mc=45, Nc=45.

the co-ordinate lines are shifted closer to the boundaries. Then only 15 control points have to
be put to zero according to (26). The resulting grid function is presented in Figure 25. This
again demonstrates the essential influence of the cosine function on the grid function.

Test case T5
A typical application of orthogonal grid generators are external flow fields arising, for
instance, around airfoils. To this end, we consider the symmetric NACA-0015, which is
frequently applied. Notice that by the geometry a singularity is introduced at the trailing edge
where the angle is not 90°. The initial blend is shown in Figure 26. The plot of the
corresponding cosine function cI indicates that we have orthogonality only at the boundary Gu1

(Figure 28). Furthermore, we notice that at the trailing edge x00 orthogonality is significantly
violated.

Finally, we obtain the grid function (Figure 27), where we use Mc=40, Nc=10 control
points for the cosine function. We emphasize that orthogonality is only realized at the surface

Figure 25. T4: Grid function Mc=15, Nc=15.
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Figure 26. T5: Initial blend.

Figure 27. T5: Grid function Mc=40, Nc=10.

Figure 28. T5: cI for initial blend.

of the profile, but not at the boundary Gu0. There, the angles are determined by the initial
linear blend. In order to improve orthogonality at this edge, we have to use a different initial
grid. For instance, we can use a cubic blend as used for T4 or we apply our grid generator once
again where we determine the modified trajectories with respect to the other parameter
direction starting from the grid function plotted in Figure 27.

Copyright © 2000 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2000; 33: 89–123



ALGEBRAIC HYPERBOLIC GRID GENERATION 115

Test case T6
Here we consider an example where the quadrilateral shape of the computational domain is
degenerated, i.e. two neighboring corners coincide. By our strategy we are able to handle also
these kind of singularities. In order to avoid modifications in our implementation we introduce
an infinitesimal perturbation such that the corner points are only almost coinciding. Due to the
singularity there occurs a significant deviation from orthogonality at the degenerated corners
as can be deduced from the cosine function plotted in Figure 31 corresponding to the initial
blend Figure 29. The resulting grid mapping determined by a cosine function with Mc=Nc=9
control points is shown in Figure 30.

5.2. Surfaces

Up to now, the investigations have been deliberately restricted to planar two-dimensional
configurations. However, we can directly apply the concept to curved surfaces in three-
dimensional cases, i.e. x: [0, 1]2�V¦R3, where we choose V¦R3 instead of V¦R2 in the
previous sections. In contrast to the planar case, the domain V is no longer specified by the
boundary curves alone but, in addition, the interior shape has to be prescribed. In the
following we consider one test configuration, referred to as (T7), where the surface is given by
a Bezier patch

Figure 29. T6: Initial blend.

Figure 30. T6: Grid function Mc=Nc=9.
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Figure 31. T6: cI for initial blend.

x(u, 6)� %
3

i=0

%
3

j=0

Pij
�3

j
�

(1−6)3− j6 j�3
i
�

(1−u)3− iu i

which is uniquely determined by the control points Pij�R3. For each component, it can be
more compactly written in matrix–vector representation

xi(u, 6)=bT(u)Pjb(6), i=1, 2, 3

with the vector of Bernstein polynomials b(w)= ((1−w)3, 3(1−w)2w, 3(1−w)w2, w3)T.
Here we fix the matrices P1 and P2 corresponding to the control points by

P1=P2=
1
9

Á
Ã
Ã
Ã
Ä

9 3 −3 −9
3 1 −1 −3

−3 −1 1 3
−9 −3 3 9

Â
Ã
Ã
Ã
Å

and only vary the values in the third component

(a) P3=

Á
Ã
Ã
Ã
Ä

0 1 1 0
0 2 2 1
0 2 2 1
0 1 1 0

Â
Ã
Ã
Ã
Å

, (b) P3=

Á
Ã
Ã
Ã
Ä

0 1 1 0
1 2 2 1
1 2 2 1
0 1 1 0

Â
Ã
Ã
Ã
Å
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(c) P3=

Á
Ã
Ã
Ã
Ä

0 0 0 0
1 2 2 1
1 2 2 1
0 0 0 0

Â
Ã
Ã
Ã
Å

For all of these three settings we present the initial Bezier patch (Figures 32, 36 and 40), and
the corresponding cosine function (Figures 33, 37 and 41). Again, the modified cosine function
cI is an interpolatory B-spline function according to step 3 in Section 4 where we perform (26)
with S= ({0, . . . , 4}@{Mc−3, . . . , Mc})×{0, . . . , Nc}. For each of the three configurations

Figure 32. T7a: Initial Bezier patch.

Figure 33. T7a: cI for initial patch.
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Figure 34. T7a: Grid function Mc=10, Nc=10

Figure 35. T7a: Grid function Mc=20, Nc=10.

we present two grids with 27×27 points computed from the resulting grid function, which
depends on the number of control points for the cosine function. In particular, we use
Mc=10, Nc=10 and Mc=20, Nc=10 respectively. The corresponding grids are shown in
Figures 34, 38 and 42 and Figures 35, 39 and 43 respectively. The influence on the grid is
similar to the planar case.

6. CONCLUSION AND OUTLOOK

An efficient tool is presented by which a curvilinear grid can be computed by evaluating
functions from a sparse B-spline representation. The construction principle is basically derived
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Figure 36. T7b: Initial Bezier patch.

Figure 37. T7b: cI for initial patch.

from a combination of algebraic and differential grid generation techniques. Here, the core
ingredient is a function by which the angle of intersection between two alternate co-ordinate
lines can be specified by the user. As first investigations have shown, the user needs local
influence onto the setting of these angles in view of local control of grid properties. Here,
B-splines turned out to be a powerful tool. However, there is no general strategy available up
to now how to compute the control points automatically.

We emphasize that the efficiency of the presented grid generator is essentially based on three
features, namely (i) the fast computation, (ii) the sparse representation, and (iii) the fast
e6aluation of the grid function. In particular, the number of control points by which the grid
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Figure 38. T7b: Grid function Mc=10, Nc=10.

Figure 39. T7b: Grid function Mc=20, Nc=10.

function is determined is much smaller than the number of grid points for the computational
grid. This becomes extremely significant when the flow solver at hand is based on local refining
and recoarsening strategies. Furthermore, the computation of the grid function only needs a
few CPU seconds (here, 1–4) on a 233 MHz PC. This is very promising in view of
time-dependent grids that have to be modified, for instance, due to changes in the flow field or
boundary movements caused by the interaction of aerodynamic and aeroelastic effects. Here,
grid generators based on the solution of PDEs are prohibited due to the CPU requirements.

The present investigations have only been performed for two-dimensional domains in the
plane and on surfaces. Nevertheless, we believe that the concept can also be extended to
three-dimensional domains, i.e. x: [0, 1]3�V¦R3. Performing a dimensional splitting, i.e. we
can apply the two-dimensional concept to each curvilinear co-ordinate surface separately, a
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Figure 40. T7c: Initial Bezier patch.

Figure 41. T7c: cI for initial patch.

straightforward extension is possible. However, by this approach we are only able to control
the angle of intersection in one direction but not in two directions simultaneously. Here, more
sophisticated strategies have to be developed. In the case of an orthogonal grid generator, the
resulting grids will be of poor quality for lack of smoothness. Once more, we emphasize that
in the present concept the orthogonality condition is locally weakened, i.e. alternate co-ordi-
nate lines are not necessarily perpendicular to each other. As we have verified by configuration
(T1), in particular, the smoothness of the resulting grid function can be significantly improved
by locally changing a few control points of the B-spline representation corresponding to the
function of intersection angles determined by the initial grid mapping. In all of our test
configurations the effect of non-smoothness can be avoided if we judiciously choose the cosine
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Figure 42. T7c: Grid function Mc=10, Nc=10.

Figure 43. T7c: Grid function Mc=20, Nc=10.

function. Due to the local strategy we believe that we will be able to compute grids of
reasonable quality even in the case of three-dimensional domains.

Finally, we would like to mention that in a forthcoming work we embed the presented
strategy in a block structured concept based on B-spline representation of grid functions in
each block separately and apply it to flow field simulations around airfoils.
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